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Abstract. Finite prefixes of branching processes are a compact way to represent the state space of finite safe systems. McMillan in [1] formulated a cut-off criterion stating under which conditions the (usually infinite) maximal branching process can be truncated without losing reachable markings. However, this criterion depends on the reachable markings itself and thus suffers the state explosion problem. In this work, we propose local cut-off criteria that base on partial markings.

1 Introduction

Computer-aided verification and especially model checking based on the transition system of a distributed system usually suffers the state explosion problem: original independent—and thus unordered—actions are ordered arbitrarily, thus yielding an exponential number of interleavings and intermediate states. Many approaches exists to avoid or at least ease the state explosion (see [2] for a survey).

One widely accepted approach is a finite prefix of a branching process as introduced by McMillan in [1]. McMillan defines a criterion how the (usually infinite) maximal branching process of a finite 1-safe system $\Sigma$ can be truncated such that the remainder (an unfolding of $\Sigma$) still represents all reachable markings of $\Sigma$. The resulting unfoldings are usually much smaller than the state space of $\Sigma$.

Several works enhance this cut-off criterion to allow for unfoldings of other net classes, e.g. time Petri nets [3], unbounded nets [4] or nets with read arcs [5]. Other works focus on model checking using unfoldings [6-8] or on efficient algorithms to generate finite prefixes [9]. Moreover, the original cut-off criterion itself has been generalized and improved to generate smaller unfoldings [10, 11].

However, the main idea of how to truncate the maximal branching process while preserving all reachable markings has not changed: intuitively, the branching process can be truncated whenever a configuration describes a marking represented by a configuration processed before. As markings depend on the whole
net they can be considered as a \textit{global} cut-off criterion. That is, during the construction of the unfolding each marking (or configuration) reached has to be stored to find future cut-off points. This has a enormous drawback on the efficiency of any unfolding algorithm as the number of reachable markings of course suffers from the state explosion.

\section{Goals of the Doctoral Thesis}

In my doctoral thesis I study \textit{local} cut-off criteria of unfoldings. Instead of using configurations or markings as cut-off criterion, as a first goal, I am going to define cut-off criteria that only take the prefix of a \textit{single} condition into account to decide whether or not that condition has to be part of the finite prefix.

The second goal is the improvement of the local cut-off criteria to generate unfoldings of minimal size. While several approaches (e.g. \cite{12,13}) propose a subsequent minimization, the local criteria may allow for “on-the-fly” minimization.

The third goal is a prototypic implementation to validate the theoretical results. The local criteria may be implemented more efficiently and—due the locality—also distributedly. Furthermore, the unfolding algorithm may be combined with known reduction techniques such as exploiting net symmetries \cite{14,15} or “forgetting” information that is not any longer relevant for further unfolding \cite{16}.

\section{Current Results}

In this section we present the first results of the thesis: first we sum up basic definitions used in the rest of this paper. Then in Sect. 3.2 we consider a restricted class of systems, namely finite safe systems without join transitions. For those systems a simple local cut-off criterion can be defined. Finally in Sect. 3.3 we study arbitrary finite safe systems, and introduce an enhanced cut-off criterion.

\subsection{Preliminaries}

The reader is expected to be familiar with Petri nets \cite{17}, branching processes \cite{18} and finite prefixes of the latter as introduced by McMillan \cite{1}. We use the standard notations \(N = (S, T, F)\) for nets, \(\Sigma = (S, T, F, m_0)\) for systems and \(\beta = (B, E, F, h)\) for branching processes, where \(h : B \cup E \rightarrow S \cup T\) is a net homomorphism. Furthermore \(\uparrow x\) denotes the prefix of a node \(x \in B \cup E\) and \(\text{Min}(\beta)\) is the set of conditions \(b \in B\) with \(\uparrow b = \emptyset\).

We structurally fix a class of transitions:

\textbf{Definition 1 (join transition).} Let \(N = (S, T, F)\) be a net. A transition \(t \in T\) is a \textit{join transition} iff \(|t| > 1\). \textit{Denote the set of join transitions with} \(T_{\text{join}}\).

Figure 1 shows two finite 1-safe systems: while \(\Sigma_1\) (Fig. 1(a)) has no join transitions, \(\Sigma_2\) (Fig. 1(b)) contains a join transition: \(t_1\). We use these systems in the following subsections to demonstrate the cut-off criteria.
3.2 Systems without join transitions

In this subsection we only consider finite safe systems without join transitions, i.e. systems that fulfill \( \| t \| = 1 \) for all transitions \( t \in T \).\(^1\) This constraint has an impact on the structure of the resulting branching processes:

**Lemma 1 (branching process is a forest).** Let \( \beta = (B, E, F, b) \) be a branching process of a finite safe system without join transitions. Then \( \beta \) is a forest\(^2\) having the elements of \( \text{Min}(\beta) \) as roots.\(^3\)

![Branching process of system \( \Sigma_1 \)](image)

A prefix of the maximal branching process of \( \Sigma_1 \) is depicted in Fig. 2. As the transitions \( t_1, t_2, t_4 \) and \( t_5 \) are live, the maximal branching process is infinite. We can truncate the branching process at the cut \( \{b_6, b_7\} \). This cut represents the marking \( \{s_2, s_4\} \) which was reached before from the initial marking by firing \( t_3 \). In fact, McMillan’s cut-off criterion marks out the events \( e_4 \) and \( e_5 \) as cut-off events, both having \( e_1 \) as base event.

Instead of using configurations or markings to truncate the branching process, we can examine the partial markings of the two infinite “strings” beginning at event \( e_1 \) separately:

\(^1\) The requirement \( \| t \| \leq 1 \) is not sufficient as \( \| t \| = 0 \) would make all places in \( t^* \) unbounded.

\(^2\) A forest is a graph in which any two vertices are connected by at most one path. An equivalent definition is that a forest is a disjoint union of trees.

\(^3\) Esparza in [19] introduces a “virtual event” \( 1 \) with \( 1^* = \text{Min}(\beta) \). This event would make the described forest be a tree having \( 1 \) as root.

---

3
Definition 2 (cut-off condition, base condition). Let $\beta = (B, E, F, h)$ be a branching process of a finite safe system without join transitions. Let $B_{\text{cutoff}} \subseteq B$ be the set of cut-off conditions given by:

$$B_{\text{cutoff}} = \{ b \in B \mid \exists b' \in B : b' \prec b \land h(b) = h(b') \}.$$ 

Given a cut-off conditions $b$, we have a uniquely defined base condition $b'' \in B \setminus B_{\text{cutoff}}$ with $b'' \prec b$ and $h(b) = h(b'')$.

From Def. 2 and Lemma 1 we conclude the following lemma:

Lemma 2 (concurrency and cut-off conditions). Let $b$ be a cut-off condition, $b'$ its base condition and $b^*$ an arbitrary condition. Then $b \text{ co } b^*$ iff $b' \text{ co } b^*$.

Proof. Follows from the fact that the underlying system does not contain join transitions and therefore the branching process is a forest. $\square$

We now use the cut-off criterion defined in Def. 2 to define a finite prefix of the maximal branching process:

Definition 3 (cc-unfolding). Define $\beta_{\text{cc}}$ to be the branching process having $E_{\text{cc}} = \{ e \mid \ast e \not\in B_{\text{cutoff}} \}$ as events and $B_{\text{cc}} = \text{Min}(\beta) \cup E_{\text{cc}} \ast$ as conditions. $\beta_{\text{cc}}$ is called cc-unfolding.\(^4\)

Using the local cut-off criterion we can truncate the maximal branching process of $\Sigma_1$ at two cut-off conditions, namely $b_6$ and $b_7$. The resulting cc-unfolding is depicted in Fig. 3.

![Fig. 3. The cc-unfolding of system $\Sigma_1$. $b_6$ and $b_7$ are cut-off conditions (depicted bold) having $b_2$ and $b_3$ as base condition, resp.](image)

This small example shows the effect of the local cut-off criterion: instead of storing all reachable markings ($\{s_2\}, \{s_2, s_4\}, \{s_2, s_5\}, \{s_1, s_4\}, \{s_1, s_5\}$), only partial markings ($\{s_1\}, \{s_2\}, \{s_3\}, \{s_4\}, \{s_5\}$) are stored during the construction of the cc-unfolding. However, the resulting finite prefix still represents all reachable markings of the system:

Proposition 1 (completeness of $\beta_{\text{cc}}$). Let $\Sigma$ be a finite safe system without join transitions and $m$ be a reachable marking of $\Sigma$. Let $\beta_{\text{cc}}$ be the cc-unfolding of $\Sigma$. Then there exists a cut $C$ of $\beta_{\text{cc}}$ such that $h(C) = m$.

\(^4\) “cc” stands for cut-off conditions.
Proof. Assume there does not exist such a cut in $\beta_{cc}$. As $m$ is a reachable marking of $\Sigma$, there exists a cut $C'$ of the maximal branching process $\beta$ of $\Sigma$ with $h(C') = m$.

As $C'$ is no cut of $\beta_{cc}$, $C' \setminus B_{cc} = \{b_1, \ldots, b_n\} \neq \emptyset$. By Def. 3 we have $\{b_1, \ldots, b_n\} \subseteq B_{cutoff}$, and by Def. 2 there exist $b'_i \in B_{cc}$ with $b'_i \prec b_i$ and $h(b'_i) = h(b_i)$ for all $1 \leq i \leq n$.

Let $C'' = C' \setminus \{b_1, \ldots, b_n\}$, i.e. $C'' \subseteq B_{cc}$. As $C'$ is a cut and $b_1 \in C'$ we have $b_1 \not\prec b_i$ for all $b_i \in C'$. The results of Lemma 2 state that $(C' \setminus \{b_1\}) \cup \{b'_1\}$ is a cut with $h((C' \setminus \{b_1\}) \cup \{b'_1\}) = h(C')$. Repeating this argument we can construct a cut $C'' \cup \{b'_1, \ldots, b'_n\}$ with $h(C'' \cup \{b'_1, \ldots, b'_n\}) = h(C')$ and $C'' \subseteq B_{cc}$ which contradicts the assumption that no such cut exists. \hfill $\Box$

Considering a finite safe system, the resulting cc-unfolding is isomorphic to the unfolding defined by McMillan:

**Proposition 2 (cut-off conditions and cut-off events [1])**. Let $\Sigma$ be a finite safe system without join transitions, $\beta_{cc}$ the cc-unfolding of $\Sigma$ and $b \in B_{cc} \cap B_{cutoff}$ a cut-off condition. Then the event $e$ with $e^* = \{b\}$ is a cut-off event as defined in [1].

### 3.3 Systems with join transitions

The results of Sect. 3.2 base on the observation that the branching process of finite safe systems without join transitions are forests. However, this does not hold for systems with join transitions. As a result, the cut-off criterion does not preserve completeness of the cc-unfoldings:

![Diagram](image)

**Fig. 4.** The maximal branching process of $\Sigma_2$ (a) and its cc-unfolding using the cut-off criterion of Sect. 3.2 (b). In the latter, $b_4$ is a cut-off condition (depicted bold) having $b_2$ as base condition.

In the finite safe system $\Sigma_2$ (c.f. Fig. 1(b)) the marking $\{s_3\}$ is reachable by firing the transition sequence $t_2t_1t_2$. This marking is represented by the cut $\{b_5\}$ of the maximal branching process of $\Sigma_2$, c.f. Fig. 4(a). However, this marking is not represented by a cut in the cc-unfolding (c.f. Fig.4(b)) using the cut-off criterion of Def. 2.

This example shows that it is incorrect to truncate the branching process when a cut-off condition is identified. To avoid this premature truncation, the
cut-off criterion has to be adapted to the new structure of the branching processes.

As a first approach, we add labels to the conditions of the branching process. These labels consist of the set of join transitions occurring in the configuration (i.e., in the prefix) of each condition.

**Definition 4 (labeling function).** Let $\beta = (B, E, F, h)$ be a branching process and $l : B \rightarrow \mathcal{P}(T_{\text{join}})$ a function labeling each condition $b \in B$ as follows:

$$l(b) = h(\{b\} \cap T_{\text{join}}).$$

Figure 5 shows the labeled maximal branching process of system $\Sigma_2$. The labels are depicted below the conditions.

![Labeled maximal branching process of system $\Sigma_2$.](image)

**Fig. 5.** Labeled maximal branching process of system $\Sigma_2$.

We now use the labels to define an enhanced cut-off criterion:

**Definition 5 (new cut-off criterion).** Let $\beta = (B, E, F, h)$ be a labeled branching process of a finite safe system. Let $B_{\text{cutoff}} \subseteq B$ be the set of cut-off conditions given by:

$$B_{\text{cutoff}} = \{b \in B \mid \exists b' \in B : b' < b \land h(b') = h(b) \land l(b) = l(b')\}.$$

Using this new cut-off criterion, we can canonically define the finite prefix of the labeled branching process similarly to Definition 3. For system $\Sigma_2$ (c.f. Fig. 1(b)) this finite prefix corresponds to the maximal labeled branching process (c.f. Fig. 5).

Unfortunately, a proof for completeness cannot be given at this moment. However, the author did not encounter any counter-example yet.

As an example, we consider another system, $\Sigma_3$ (c.f. Fig. 6(a)). Its cc-unfolding (c.f. Fig. 6(b)) contains two cut-off conditions (depicted bold). The resulting finite prefix is complete (i.e., it represents all reachable markings of $\Sigma_3$). However, the cc-unfolding is not minimal as it contains more conditions and events than necessary. Using McMillan’s cut-off criterion, the events $e_5$ and $e_6$ would have been detected as cut-off events.

Nevertheless, even without generating the minimal prefix, the local cut-off criterion still has a lower memory requirement: instead of storing eight reachable markings covering 20 places\(^5\), the cc-unfolding only stores 15 conditions, each covering one place.

---

\(^5\) As an example, the markings $\{i_1, i_1, s\}$ and $\{i_1, p_1, s\}$ together cover six places.
Fig. 6. The system $\Sigma_3$ (a) and its cc-unfolding using the new cut-off criterion (b).

4 Open Tasks

The work presented so far is at its very beginning. Only a part of the first goal is achieved: formal proofs are only given for small class of systems, namely those without join conditions. For arbitrary finite safe systems, an intuitive cut-off criterion together with a completeness proof have to be elaborated. Furthermore, the enhanced cut-off criterion (c.f. Def. 5) yields to unfoldings which are in most cases larger than McMillan’s unfoldings. An improvement of the local cut-off criterion similar to [10] could result in smaller cc-unfoldings.
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